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Abstract − The paper presents problems of compressing 

measurement signals recorded under long-lasting monitoring 
conditions. The criteria for compression method selection in 
view of its efficiency (compression ratio) and quality of 
conversion (coding-decoding procedure), with regard to 
dynamic properties of the measurement signals are 
discussed. Attention is given to the interdependence of the 
achieved compression ratio and the distortion level. A 
method is proposed for generating synthetic test signals to 
investigate the efficiency of lossy compression methods, 
which enables unification of the achieved results.  
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1.  INTRODUCTION 

 
Compressing measurement signals of physical quantities 

makes it possible to considerably reduce the quantity of 
stored information by: 
- removal of redundancy and signal de-correlation in long-

lasting recording, 
- elimination of insignificant information (e.g. noise). 

Information removal by application of lossy compression 
algorithms results in quality deterioration of the recorded 
signal. Therefore, analyzing the metrological characteristics 
of lossy and lossless data compression algorithms, which are 
essential from the point of view of measurements, should 
bring an answer to the following questions: 
- how high a compression ratio (compression efficiency) is 

feasible by the various compression algorithms (e.g. [2, 
3]) for an assumed distortion level, depending on the class 
of recorded signals, 

- is it possible to establish a classification of measurement 
signals considering the selection of compression algo-
rithms. 

In order to perform this analysis it is necessary to select 
objective evaluation measures for recording the signals with 
lossy compression (under widely considered dynamic error 
definition), as there are no universal and generally accepted 
measures of signal compression quality. The quality meas-
ures quoted in the bibliography [2] (e.g. the signal to noise 
ratio, or the subjective decoded signal quality scale) are 
insufficient for an objective evaluation of the quality of 
measurements conducted with data compression. 

2.  ESTIMATION CRITERIA OF COMPRESSION 
METHODS 

 
Fig. 1 shows the block diagram for investigating the effi-

ciency of algorithms for measurement signal compression. 
The input signal is assumed as a discrete signal u[n], which 
now occurs most frequently in the digital part of measuring 
systems. In the process of algorithm efficiency investigation, 
the signal u[n] is first submitted to the compression proce-
dure and then decompressed to the signal ur[n]. In the com-
pression procedure, one can distinguish the processes of de-
correlation, quantization and coding. The de-compression 
procedure consists of decoding and re-correlation to the 
signal ur[n]. The investigated algorithms can include all 
mentioned processes or only some of them. For instance, de-
correlation processes and quantization with the following re-
correlation may not occur, and the whole procedure is then 
limited to coding and decoding operations. Lossless com-
pression algorithms can be investigated in such a way. In a 
lossless compression-decompression procedure, the final 
signal ur[n] should be identical with the input signal u[n]. In 
the general case of lossy and lossless algorithms, all proc-
esses shown in Fig.1 may occur. 
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Fig. 1. Block diagram of a system for investigation of 
compression algorithm efficiency 

The procedure for estimating the quality and efficiency 
of lossy compression methods requires assuming the com-
pression ratio and the corresponding distortion level. As 
already said, in case of lossy algorithms, the compression 
ratio can be improved at the sacrifice of increased losses in 
the compressed signal, and consequently, deteriorating the 
quality of the reproduced signal ur[n]. Considering the close 
connection of the compression ratio with the signal conver-
sion procedure of compression-decompression, let us deter-
mine the way of estimating the quality of that conversion. 

The u[n] signal is submitted to the compression-decom-
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pression operation, and the ur[n] signal obtained in effect is 
being compared with the primary signal u[n] according to a 
properly formulated error criterion. That criterion is mostly 
assumed in the form of the error functional F, determined by 
the signal difference u[n] and ur[n]. The value I of that 
functional follows generally the relation: 

{ ][],[ nunuFI r= }      (1) 

The functional F (1) constitutes the quality estimation 
measure of recording with signal compression. Frequently 
applied error measures include integral criteria, integral 
criteria in generalized form by introducing an additional 
weight function, or non-integral ones, like the maximum 
error magnitude criterion. Proper criteria are being selected 
according to the kind of converted signals and considering 
the consistence of the physical meaning of the criterion with 
the measured quantity expressed by the signal u[n]. The 
error criteria can defined both directly in the time domain, as 
in the frequency domain, and apply Fourier transforms for 
the u[n] and ur[n] signals which are compared. 

Proper realization of the comparing process and estima-
tion of the processing quality of algorithms requires deter-
mination, for each criterion (1) to be applied, of its maxi-
mum value, which is closely related to the a priori admitted 
possible losses in the compression process. Standardizing 
the determined error values for the maximum values secures 
in that case the comparability of the algorithm quality esti-
mations, considered under different error criteria. The most 
frequently applied criteria with a useful physical interpreta-
tion include the maximum value of the error magnitude 
criterion and the mean squared error ones, which can be 
written in normalized form as follows: 
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3.  SYNTHETIC TEST SIGNALS 

 
The efficiency (determined by the compression ratio) 

and quality (following distortions brought in by the com-
pression) of compression algorithm operation in metrologi-
cal applications depends not only on their characteristics, 
but also very much on the characteristics of the data stream 
(signal). Consequently, the ‘objectivitization’ of research 
results will require determination of the class of test signals, 
which can be applied to estimate the compression methods. 
On the base of an analysis of parameters characterizing the 
recorded measurement signals, we have to generate syn-
thetic signals (a model), having similar parameters. Then, 
the synthetic signals can be submitted to compression-
decompression operations using selected compression algo-
rithms, which are practical from the metrological point of 
view. Modifying the parameters of the synthetic signals 
makes it possible to investigate the operation of data com-
pression algorithms in specific intervals of signal parameter 
variations, and not at an individual parameter value, which 

is the case when examining actual signals. 
Let us de-correlate the measurements signals using the 

Karhunen-Loeve transform (KLT) [2,4]. KLT results in a 
vectorial signal with non-correlated components. The whole 
energy of the converted signal is accumulated in its several 
first components, which, by disregarding the remaining ones 
(lossy compression), enables achieving a considerably im-
proved compression ratio. In view of the fact that the KLT 
transform is the optimum one, upholding complete de-
correlation, it can form the reference point for other trans-
forms when evaluating the degree of signal de-correlation 
effected by them.  

Let us consider mutual relationships between errors (1) 
introduced in the process of the KLT lossy compression and 
the resulting compression ratio CR versus data block of size 
P received arbitrary in the KLT transformation, and number 
K of the remaining transformation coefficients and 
eigenvectors (in the lossy compression process). We define 
the compression ratio CR as the ratio of number of data N 
(cut to the integer multiple of P) to the number of data after 
compression (eigenvectors and transformation coefficients 
necessary for storing): 

 
  KPKPN

PPNCR
⋅+⋅

⋅
=      (4) 

There is no unique criterion of selection of data block length 
P in the KLT transformation, and practical reasons decide 
on P most often [4]. It should taken into account that if P 
increases then transformations become more complex and 
the probability of changing the statistics of data block of 
length greater than P increases – this results in an increase 
of the number of significant transformation coefficients and 
in the reduction of the compression ratio. 

In Figs. 2 through 4 an exemplifying air temperature 
measurement signal S1 recorded in a long-term period, and, 
determined for it by means of the KLT transformation, error 
characteristic  IMSE (3) and compression ratio CR versus 
block data size P for various values K remaining 
transformation coefficients and eigenvectors (in the lossy 
compression) are presented. In Fig. 5 there are presented, 
after the fusion of the Figs. 3 and 4 characteristics, the 
relationships between the compression ratio and the IMSE 
error for different values of K of the remaining 
transformation coefficients and eigenvectors. Likewise, in 
Figs. 6 through 9, the relationships identical as for the S1 
signal for the second measurement signal S2, recorded as 
exemplary, of relative air humidity, are presented. 

Basing on the characteristics presented in Figs. 3 and 4 
for signal S1, and, respectively, in Figs. 7 and 8 for signal 
S2, it is not possible to directly select optimally a data block 
size P and the number K of remaining (within the lossy 
compression) transformation coefficients and eigenvectors. 
However, interesting results can be obtained analysing the 
characteristics in Figs. 5 and 9 obtained from the fusion and 
showing for signals S1 and S2 the relationships between the 
compression ratio CR and the IMSE error for different values 
of K. Basing on Figs. 5 and 4 let us see that, e.g., to obtain 
the compression ratio CR=5 it is better, with regard to the 
IMSE error, to use a data block of length P=10 and retain 
K=2 KLT basis vectors and transformation coefficients than 
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Fig.2. Exemplary measurement signal: S1 
 

 
Fig.3. IMSE (3) error for signal S1 versus data block size P in the 

KLT transformation 
 

 
Fig.4. Compression ratio CR (4) for signal S1 versus data block 

size P in KLT  
 

 
Fig.5. Compression ratio CR (4) for signal S1 versus the IMSE (3) 

error 
 

 

 
Fig.6. Exemplary measurement signal: S2 
 

 
Fig.7. IMSE (3) error for signal S2 versus data block size P in the 

KLT transformation 
 

 
Fig.8. Compression ratio CR (4) for signal S2 versus data block 

size P in KLT  
 

 
Fig.9. Compression ratio CR (4) for signal S2 versus the IMSE (3) 

error 
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P=5 and K=1. Similarly, to obtain the compression ratio 
CR=3 it would be better, with regard to the IMSE error, to use 
a data block of length P=9 and retain K=3 KLT basis 
vectors and transformation coefficients than P=6 and K=2 
or P=3 and K=1. Basing on characteristics form Figs. 8 and 
9, analogical conclusion can be drawn for measurement 
signal S2. Using relationships from Figs. 5 and 9, a general 
conclusion can be drawn that it is better to use data blocks 
of bigger sizes P and, what follows (to preserve the assumed 
error) adequately greater values of K. However, with 
increasing P and K the values of the IMSE error decrease at 
slower and slower step, and the complexity of 
transformations and probability of changing data block 
statistics increase. 

Fig. 10 presents two plots of the error IMSE (3) in function 
of the number K of first eigenvectors used to approximate 
the re-correlation process, for two exemplifying signals S1 
and S2 (the lower the K value the higher the compression 
algorithm efficiency). It can be easily noted that the limit 
value of efficiency (curves 1 and 2), attainable at a given 
signal distortion level (IMSE)) for other lossy algorithms 
(effecting incomplete de-correlation), changes depending on 
the signal type. Fig. 10 shows the additional Limit curve 
determined for the u0 signal at the maximizing IMSE criterion: 

MSE
Uu

o Iu
∈

= maxarg      (5) 

 
Fig. 10. IMSE (3) error versus number K of first eigenvectors (for 

P=100) 
 

The test signal u0 can be determined [1] by simulation 
with additional limitations imposed on the signal (u∈U), e.g. 
limitation of the signal amplitude, of its variability rate, etc. 
Applying the u0 signal for investigation of lossy compres-

sion algorithms renders the achieved results independent 
from the shape of individual signals, and makes them valid 
for the whole class of measurement signals. 
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