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Abstract – Identification and morphological analysis of 

microorganisms are of high interest in scientific 

research, especially in the medical field and food 

industry. Identification allows rapid functional 

characterization based on similarities with known 

related species enabling to confirm the identity of an 

isolate used, for example, in a trademarked industrial 

process. Monitoring of microorganisms within a given 

ecosystem and analysis of the morphological 

characteristics of the observed species enable quality 

control of the process under analysis. Such procedures 

are carried out manually in specialized laboratories by 

trained personnel using the appropriate optical 

equipment; therefore, it may be of great interest to use 

automatic measurement approaches that enable rapid 

and effective process analysis. Artificial intelligence 

techniques in computer vision and especially deep 

learning are well suited for this purpose. This article 

describes the realization of an automatic measurement 

system based on deep learning for the identification 

and measurement of morphological parameters of 

Saccharomyces cerevisiae microorganisms present in 

brewer's yeast by returning for each of the objects 

identified within the image the confidence score, the 

coordinates, and the dimensions of the corresponding 

ellipsoid-shaped cell. The metrological characteristics 

of the system have been defined through a calibration 

process by comparing measurements with a reference 

system. 
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 I. INTRODUCTION 

Yeasts are eukaryotic microorganisms reproducing by 

budding or fission that can be found in almost all 

environments, including soil, water, and plants. They play 

an important role in various biological processes as 

evidenced by their biotechnological potential in food 

industry, indeed they are responsible for the production of 

a wide range of fermented products such as alcoholic 

beverages, fermented milk products, cereal based leavened 

products and condiments by improving the taste, flavour, 

texture, nutritive values, functionality and reducing anti-

nutritional factors [1]. Upon a morphological point of 

view, yeasts present a high morphological divergence, 

with ellipsoidal and oval shapes being the most common. 

In fact, in the identification processes, microscopic 

evaluation is the first resource followed by other more 

discriminatory tests such as microbiological and 

biochemical ones [2]. The most commonly known type of 

yeast is Saccharomyces cerevisiae (Fig. 1) which is a 

species of yeast classified as unicellular fungus and can be 

considered the best valuable tool for most aspects of basic 

research on eukaryotic organisms; unlike other model 

organisms in molecular and cell biology research, S. 

cerevisiae is easily amenable to genetic manipulation 

making it a powerful tool for studying gene function and 

regulation, easy to cultivate and concomitantly of great 

importance for various biotechnological applications due 

to its unique biological characteristics, i.e., fermentation 

capacity accompanied by the production of alcohol and 

CO2, resilience to adverse conditions of osmolarity and 

low pH [3].  

 

 

 

Figure 1. Saccharomyces cerevisiae under optical microscope 
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Moreover, it shares many cellular processes with more 

complex eukaryotes, including humans. As a result, 

researchers can use the yeast to model human diseases and 

study the underlying molecular mechanisms of disease. In 

this context the study of morphological properties is of 

great interest since morphology is one of the basic 

phenotypic characteristics of cells, and therefore conveys 

rich information about genetics, in fact abnormal yeast 

morphology can be a sign of cellular dysfunction and the 

study of Saccharomyces cerevisiae morphology can help 

researchers understand the molecular mechanisms 

underlying diseases such as cancer, neurodegenerative and 

metabolic disorders [4]. Saccharomyces cerevisiae has a 

distinctive oval to spherical shape with typical dimensions 

of approximately 3.5-9 µm in diameter appearing under a 

microscope as a round to oval-shaped cell with a smooth 

and a slightly refractive surface even if these dimensions 

can vary depending on the specific strain and the growth 

conditions in which it is cultured [5].  

Due to its small size, it is difficult to observe, identify and 

analyse the cell morphology directly under a microscope 

indeed these procedures can often turn out to be inaccurate 

due to human error or inadequate setup. In this article an 

automatic measurement system based on deep learning is 

proposed to overcome the limitations of manual analysis 

and provide a fast and effective tool for the identification 

and measurement of morphological parameters of 

Saccharomyces cerevisiae microorganisms.  

 II. RELATED RESULTS IN THE LITERATURE 

Several techniques can be used to compute quantitative 

and qualitative morphological analysis of yeast’s cells 

enabling the possibility of on-line estimation: current 

mainstream methods are bright field or phase contrast 

microscopy (light microscopy) in which cells are stained 

with a suitable dye to observe the morphology of the cells, 

flow cytometry to analyze the size and shape of the cells 

in a population and electron microscopy to reveal cellular 

structure or surface details as in situ microscopy (ISM).  

An application of ISM based on an image analysis 

algorithm that uses detection of regional maxima can be 

used to determine the average size of single cells enabling 

on-line size monitoring [6]. With the progress in image 

processing technology, it turns out to be easier to extract 

information on several parameters, enabling the use of this 

technology for the measurement of microbial morphology, 

in fact image analysis and automated methods can be used 

to provide a better and detailed understanding of the 

morphology of Saccharomyces cerevisiae cells; in this 

context are well suited image-processing techniques to 

monitor yeasts cultivation directly using high-speed 
cameras [7], [8] and machine learning approaches [9] 

using classical segmentation algorithms [10], [11] and 

ones based on a set of relevant individual cell features 

based on first and second order histograms and wavelet-

based texture measurement extracted from the microscope 

images of the yeast cells to represent the morphological 

characteristics in a more sophisticated way [12]. Counting 

procedures can be computed using the traditional 

microscopy or more effectively resorting to automatic 

systems as the image processing techniques and the 

segmentation algorithms cited before or bright-field 

microscopy and dye-exclusion methods [13]. 

 

 

Figure 2. Measurement setup 

 

 III. PROPOSED METHOD 

The methodology regarded firstly the investigation on 

morphological characteristics and aspects regarding the 

shape and the dimensions of the cells under analysis, 

subsequently the acquisition of the dataset needed to train 

the neural network and finally, the evaluation of network 

performances and the definition of its metrological 

characteristics. The preliminary dataset consisted of 500 

images of a mixture of water and brewer's yeast that were 

acquired using the Levenhuk MED D40T microscope by 

resorting to 100x magnification and oil immersion of the 

sample. Levenhuk MED D40T is a digital microscope with 

a trinocular head and a 16 MP camera; the infinity-

corrected planachromatic optical system produces a flat 

field, eliminates chromatic aberration, and enables 

observations with a high degree of detail enabling the 

transmission of clear and high-contrast images with an 

excellent level of flatness. The samples of the mixture 

were placed under the objective with the help of a 

mechanical shifter and moved in two directions while 

coarse and fine focus was used for sharpness adjustment 

so as to obtain images with as high a degree of detail as 

possible; the measurement setup is shown in the Figure 2. 

The images were initially labelled and then properly made 

through a pre-processing (images undergo self-orientation 

and 416x416 resizing) followed by a data augmentation 

process as a way to obtain new images created by 

horizontally rotating labelled images in order to expand the 

size and the variability of the dataset. Downstream of the 

data augmentation process, a total number of 748 images 

is obtained; 80% of this dataset was used for training, 14% 

for validation and 6% for test.  
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For the purpose of this work a convolutional neural 

network (CNN) [14], [15] based on the YOLO (You Only 

Look Once) algorithms family was employed for its fast 

processing and high accuracy [16]. More specifically the 

used algorithm is YOLOv5 [17] whose architecture 

consists of three main components: backbone, neck, and 

head. The backbone is a convolutional neural network that 

reduces the amount of calculation and increases the speed 

of inference using a Cross Stage Partial network (CSP) and 

aggregates ad forms image features at different 

granularities (feature extraction) using a Spatial Pyramid 

Pooling (SPP). The neck neural network uses the Feature 

Pyramid Network (FPN) and PANet to mix and combine 

features and pass them forward to the prediction. The head 

is used to generate final vectors with class probabilities, 

confidence scores and bounding boxes for each of the 

object detected in the image [18]. The algorithm splits 

the image of interest into cells using a S x S grid, if the 

centre of an object falls into a grid cell this one is 

responsible for the detection of that object. Each grid cell 

is responsible for the prediction of B bounding boxes and 

confidence scores obtaining 5 predictions: xc, yc, w, h, and 

confidence where the xc, yc coordinates represent the 

centre of the box and w, h are respectively width and 

height thereof while confidence score reflects how 

confident the model is that the box contains an object and 

also, how accurate the predicted box is; moreover each 

grid cell predicts C conditional class probabilities that are 

probabilities conditioned on the grid cell containing an 

object. Multiplying the conditional class probabilities by 

the confidence predictions of the individual boxes gives 

class confidence scores (1) giving a class-specific 

confidence score for each box [19]. 

𝑃𝑟(𝑐𝑙𝑎𝑠𝑠𝑖) ∗ 𝐼𝑜𝑈𝑝𝑟𝑒𝑑
𝑡𝑟𝑢𝑡ℎ  (1) 

These scores encode both the probability of that class 

appearing in the box and how well the predicted box fits 

the object.  

 IV. RESULTS AND DISCUSSIONS 

The training of the model made on 150 epochs required a 

proper hardware to manage the computational load in 

order to decrease the training process duration; the results 

of the process are shown in Figure 3. 

In order to define the metrological characteristics of the 

realized system, a calibration process was used by 

comparing measurements with a reference system. The 

first step regarded the calibration of the camera through the 

reference software used to acquire the dataset by resorting 

to the use of the appropriate calibration target (Fig. 4); the 

result of the calibration process was the conversion factor 

(equal to 38.480 
𝑝𝑖𝑥𝑒𝑙

𝜇𝑚
) with which was possible to make 

measurements on the objects of interest for a given 

magnification value (in the case of interest equal to 100x) 

according to the selected unit of measurement (μm). In this 

way the outputs of the trained network that were expressed 

in normalized coordinates were able to be converted in μm. 

 

Figure 4. Calibration target 

 

Twenty images for a total of 152 cells were analysed; the 

measurements made on each cell (position and diameters 

of ellipses) were made first with LevenhukLite software 

 

Figure 3. Training results 
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(Fig. 5) and then with the automatic measurement system 

realized (Fig. 6) in the reference coordinate system (Fig. 

7). Reference measurements were made by drawing 

ellipses on the objects of interest exploiting LevenhukLite 

software. For each of the plotted ellipses, it was possible 

to derive information regarding the location of the centre 

of the ellipse in the image and to the major and minor 

diameters expressed in μm using the related measurements 

sheet (Table 1); correspondingly the realized system 

returned the matching parameters of interest for each of the 

identified cells in the image (Table 2). 

 

 

Figure 5. Reference measurements 

 

 

 
xc [μm] yc [μm] w [μm] h [μm] 

1 83.80 45.18 5.90 5.90 

2 84.12 36.41 7.38 6.96 

3 94.76 49.32 6.42 6.19 

4 98.61 46.04 6.42 6.00 

5 99.56 50.81 6.96 6.91 

Table 1. Measurements sheet 

 

 

Figure 6. Automatic system detections 

 

 
xc [μm] yc [μm] w [μm] h [μm] 

1 83.65 45.33 5.78 5.72 

2 84.15 36.51 6.70 6.50 

3 94.64 49.20 6.25 6.16 

4 98.57 45.93 6.12 5.66 

5 99.85 51.12 6.44 6.58 

Table 2. Automatic system measurements 

 

 

Figure 7. Reference 

The calibration curves obtained downstream the correction 

of systematic effects are shown below (Fig. 8-11); the x-

axis reports the values measured by the realized model 

while the y-axis reports the reference values. The 

regression used is of the linear type.  

The parameter 𝑅2 (Table 3), also called the coefficient of 

determination, is a proportion between the variability of 

the data and the correctness of the statistical model used, it 

expresses the "goodness" of the curve obtained and in 

particular it indicates the extent to which the dependent 

variable is predictable; if 𝑅2 is close to 1 it means that the 

regressors predict well the value of the dependent variable, 

while if it is 0 it means that they do not. 

 

 xc yc w h 

R2 0.99998 0.99997 0.91239 0.93039 

Table 3. R2 

 

Figure 8. xc coordinate calibration curve 
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Figure 9. yc coordinate calibration curve 

 

Figure 10. w calibration curve 

 

Figure 11. h calibration curve 

 

For each of the measured parameters (xc, yc, w, h), mean 

(2) and maximum (3) relative errors RE were calculated 

after the correction of systematic effects. 

 

𝑚𝑒𝑎𝑛 𝑅𝐸 =
1

𝑁
∑

| 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑖−𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑𝑖|

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑖

𝑁
𝑖=1   (2) 

 

𝑚𝑎𝑥 𝑅𝐸 = 𝑚𝑎𝑥 (
|𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑖−𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑𝑖|

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑖
)  (3) 

 

Relative errors were found to be larger for w and h 

parameters than for xc and yc coordinates because each 

refers to a pair of points while the couple (xc, yc) represents 

a single point in the image. 

 

𝒎𝒆𝒂𝒏 𝑹𝑬 
xc 

𝒎𝒆𝒂𝒏 𝑹𝑬 
yc 

𝒎𝒆𝒂𝒏 𝑹𝑬 
w 

𝒎𝒆𝒂𝒏 𝑹𝑬 
h 

0.33% 0.24% 4.52% 4.14% 

Table 4. mean relative errors 

 

𝒎𝒂𝒙 𝑹𝑬 xc 𝒎𝒂𝒙 𝑹𝑬 yc 𝒎𝒂𝒙 𝑹𝑬 w 𝒎𝒂𝒙 𝑹𝑬 h 

6.90% 2.30% 23.09% 16.73% 

Table 5. maximum relative errors 

 

 V. CONCLUSIONS AND OUTLOOK 

The purpose of this work was to implement an automatic 

measurement system based on deep learning that could 

detect and measure morphological parameters of 

Saccharomyces cerevisiae microorganisms automatically. 

The developed system allows a rapid functional 

characterization of the observed species and to realize 

quality control of the process under analysis. The network 

could be trained to recognize the presence of 

microorganisms unrelated to those of interest such as 

bacteria and mites. The results of this work have revealed 

that the automatic measurement system realized can be 

considered as an effective method to compute cell’s 

measurements quickly and with a good degree of 

reliability. 

Morphological analysis of microorganisms is of great 

interest in the field of medical research; when a 

microorganism is identified, the clinicians can perform 

analyses to determine which drugs are most effective 

against it, so that effective treatment can be arranged as 

soon as possible. The considerations made in this paper 

can therefore be extended to this area as an aid to the doctor 

in the identification and morphological analysis of the 

microorganism responsible for a given disease. 
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