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Abstract – This paper proposes a multi-task learning 
system for industrial defect detection, focusing on 
surface scratches on titanium gaskets as the detection 
target. Our model is built using a deep convolutional 
neural network (CNN). As defects are infrequent in 
actual production lines, we adopt the Faster-RCNN 
object detection network architecture and integrate it 
with a multi-task learning system. A classification task 
model is introduced into the backbone network to filter 
out a significant number of defect-free images. This 
step reduces the computation and data transmission 
time of the subsequent target detection task, 
accelerating the detection process. Experimental 
results show that our proposed method reduces 
inference time by 37.6% and 42.46% in actual 
production lines with defect rates of 12% and 5%, 
respectively, while maintaining 96% of the original 
model's performance. 
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 I. INTRODUCTION 

Defect detection is an essential task in industrial 
production lines. Traditional methods for detecting defects 
rely on manual inspection, which is both time-consuming 
and expensive. However, with the development of deep 
learning technology, the application of convolutional 
neural networks (CNN) in defect detection tasks has 
achieved remarkable results. Object detection networks 
can simultaneously detect the position, quantity, and class 
of multiple target objects in an image, providing higher 
flexibility and generality compared to classification 

networks. 
In actual production lines, defective products are often 

a small proportion of all products. Even with the use of 
deep learning technology, the detection efficiency is still 
limited by the processing of non-defective images using 
conventional object detection networks. Therefore, this 
paper proposes a multi-task learning system that 
introduces a classification task model into the backbone 
network. The system uses the deep layer features generated 
by the front part of the object detection network for the 
classification task. Only when the classification task model 
determines that an image contains defects, the proposed 
network will pass the features to the back part of the 
network for the detection of the location and category of 
defect targets. 

 II. RELATED RESULTS IN THE LITERATURE 

Deep learning is a machine learning method based on 
artificial neural networks that can learn features and 
relationships from a large amount of input data. This 
method is widely used in industrial defect detection 
because it can quickly identify defects in a large amount of 
image data. Deep learning models typically include multi-
layer neural networks that can learn different features and 
relationships through training data. In industrial defect 
detection, these models learn how to identify various types 
of defects [6], such as cracks, scratches, and stains. 

Convolutional Neural Network (CNN) is a type of deep 
learning technology that is particularly suitable for image 
recognition, classification, and semantic segmentation 
tasks [5]. It uses convolutional and pooling layers to 
capture features in images and performs classification 
through multi-layer neural networks. 

Multitask Learning [10] is a deep learning technology 
that aims to enable a model to solve multiple tasks 
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simultaneously. It has better performance than single-task 
learning and can be used as one of the methods to improve 
model performance by sharing training data and model 
parameters. Y. Sun et al. [1] used a deep multitask learning 
architecture to detect fine-grained building changes. This 
model can use data from all tasks and learn more features 
while solving multiple tasks. It is particularly effective 
when tasks have similar features or there is correlation 
between tasks. It can also improve the model's 
generalization performance to some extent when the 
training data is limited. 

Edge computing is a computing approach that runs on 
edge devices, and users do not need to connect to servers 
for deep learning model inference. This method can reduce 
the latency caused by transmission and reduce data privacy 
issues. However, due to the limited computing power of 
edge devices, how to allocate resources between cloud 
computing and edge computing is crucial. J.C. Lee et al. 
[2] proposed a split-target detector architecture that 
supports edge-cloud collaboration for high-throughput 
inference. Y. Matsubara et al. [7] introduced bottleneck 
structures [3] into the model to reduce the latency caused 
by a large amount of data transmission and used 
knowledge distillation to ensure the model's performance 
while reducing the transmission data. 

 III. DESCRIPTION OF THE METHOD 

3.1 Multi-task learning model 
This paper proposes a multi-task learning model as a 

combination of a classification task model and an object 
detection task model. 

 

Fig. 1. Multi-task learning model 

3.1.1 Classification task 
ResNet [9] is a type of deep convolutional neural 

network (CNN) that is commonly designed for tasks such 
as image classification and object detection. It is mainly 
composed of convolutional layers, residual layers, and 
fully connected layers. The convolutional layers are used 
to extract low-level features from images, such as contours, 
edges, and colors. The feature that sets ResNet apart from 
other CNN models is its use of a shortcut connection 
structure, which contains two branches. One branch passes 
the input x across layers, while the other is F(x). The two 

branches are added together and then passed through an 
activation function, a process known as residual learning. 
This technique helps to solve the problem of model 
degradation. In this paper, we use the ResNet pre-trained 
model provided by Pytorch as the classifier. 

 

 

Fig. 2. ResNet50 bottleneck block 

layer name output size 50-layer 
conv1 112ൈ112 7ൈ7, 64, stride 2 

conv2_x 

56ൈ56 3ൈ3 max pool, 
stride 2 


1 ൈ 1, 64
3 ൈ 3, 64

1 ൈ 1, 256
൩ ൈ 3 

conv3_x 
28ൈ28 


1 ൈ 1, 128
3 ൈ 3, 128
1 ൈ 1, 512

൩ ൈ 4 

conv4_x 
14ൈ14 


1 ൈ 1, 256
3 ൈ 3, 256

1 ൈ 1, 1024
൩ ൈ 6 

conv5_x 
7ൈ7 


1 ൈ 1, 512
3 ൈ 3, 512

1 ൈ 1, 2048
൩ ൈ 3 

 
1ൈ1 average pool,  

100-d fc, softmax 
FLOPs  3.8ൈ109 

Table. 2. ResNet50 architecture 

 
The loss function is a method used to measure the 

difference between predicted and actual results. When the 
predicted and actual results are inconsistent, the value of 
the loss function increases. Commonly used loss functions 
for classification tasks include cross-entropy loss (1), 
mean square error (MSE) (2), and so on. The training 
process of the model involves minimizing the loss function 
to make the predicted result as close as possible to the 
actual result. 

 𝐻ሺ𝑝, 𝑞ሻ ൌ െ ∑ 𝑝ሺ𝑥ሻ𝑙𝑜𝑔𝑞ሺ𝑥ሻ௫  

𝑀𝑆𝐸 ൌ
ଵ


∑ ሺ𝑦 െ 𝑦ොሻଶ

ୀଵ 

For the classification task in this paper, we use 
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accuracy (3) as the evaluation metric. This metric 
measures the consistency between the classifier's predicted 
results and the actual results. The accuracy is calculated by 
dividing the number of samples correctly predicted by the 
model by the total number of samples. The accuracy value 
usually ranges from 0 to 1, and the closer it is to 1, the 
better the performance of the classifier. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ
்ା்ே

்ାிା்ேிே
          (3) 

 
3.1.2 Object detection task 
Faster R-CNN [8] is an object detection algorithm 

developed based on R-CNN and Fast R-CNN. It 
introduces the Region Proposal Network (RPN) to achieve 
faster detection speed and higher accuracy. To better 
handle targets of different scales, Faster R-CNN also 
introduces the Feature Pyramid Network (FPN) structure. 
FPN is composed of two main parts: bottom-up feature 
extraction and top-down feature propagation. Bottom-up 
feature extraction leverages a convolutional neural 
network to extract feature maps, while top-down feature 
propagation fuses the deep feature maps and low-level 
feature maps, making the feature maps rich in feature 
information at multiple scales. After FPN processing, the 
feature pyramid of the original image is mapped to the 
feature pyramid, enabling object detection on feature maps 
of different scales. Moreover, since the mapped feature 
maps contain feature information of different depths, this 
helps to improve the accuracy of the model. 

Faster R-CNN supports pre-trained deep neural 
networks such as VGG and ResNet as backbone networks 
for training. In this paper, pre-trained ResNet50 is used as 
the backbone network, and the deepest feature map of FPN 
is extracted for multi-task learning classification. 

The loss function of RPN is represented as follow (4): 
 
𝐿ሺሼ𝑝ሽ, ሼ𝑡ሽሻ ൌ

ଵ

ேೞ
∑ ሺ𝑝, 𝑝

∗ሻ 

                                          𝜆
ଵ

ேೝ
∑ 𝑝∗𝐿ሺ𝑡, 𝑡

∗ሻ        (4) 

 
which includes classification loss (5) and box 

regression loss (6). Specifically, RPN predicts whether the 
anchors contain targets through binary classification and 
uses cross entropy as the loss function. For positive 
samples, the difference between the predicted bounding 
box and the actual bounding box is calculated, and the 
regression loss is computed using the smooth L1 loss 
function. Faster R-CNN uses the cross entropy loss 
function to perform multi-class prediction on positive 
samples and further predict the target class. 

 
𝐿௦ሺ𝑝, 𝑝

∗ሻ ൌ െlog ሾ𝑝
∗𝑝  ሺ1 െ 𝑝

∗ሻሺ1 െ 𝑝ሻሿ   (5) 
 

𝐿ሺ𝑡, 𝑡
∗ሻ ൌ 𝑠𝑚𝑜𝑜𝑡ℎభሺ𝑡 െ 𝑡

∗ሻ        (6) 
 
Here, 𝑝  is the predicted probability that anchor i 

corresponds to an object. 𝑝
∗ is the ground truth label. is a 

vector of the predicted bounding box coordinates. 𝑁௦ 
and 𝑁 are parameters for normalization. 

RPN predicts whether an anchor contains an object or 
not with binary classification using cross-entropy as the 
loss function. For positive anchors, it calculates the 
difference between the predicted and actual bounding 
boxes and computes regression loss using the Smooth L1 
loss function. Faster R-CNN uses cross-entropy loss 
function for multi-class prediction on positive anchors to 
further predict the target class. 

 
3.2 Training 
The model was trained using a dataset consisting 540 

images of surface scratches and 200 images of defect-free 
surfaces, totaling 740 images. The images were of size 
2448×2048 and were labeled for classification task. 
Additionally, the 540 images of scratched surfaces were 
annotated for object detection using the PASCAL VOC 
standard. The training parameters are listed in Table 2. 

 

Table 2.  Training parameters. 

Epochs 200 epochs 
Input image size 2448ൈ2048 pixels 
Train images 432 
Validation images 108 
Batch size 4 
Optimizer SGD 
Learning rate 0.01 

StepLR 
step=3, 

gamma=0.33 
 
3.3 Evaluation metrics 
This paper utilizes mean Average Precision (mAP) (7) 

and Average Recall (AR) (8) as performance evaluation 
metrics for our model. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ
்

்ାி
               (7) 

𝑅𝑒𝑐𝑎𝑙𝑙 ൌ
்

்ାிே
                 (8) 

 
Where, TP is the number of true positive, FP is the 

number of false positive, FN is the number of false 
negative. 

 IV. RESULTS AND DISCUSSIONS 

All the experiments in this paper were completed using 
the PyTorch deep learning framework on an Ubuntu 22.04 
system. The hardware setup consisted of an Intel® Core™ 
i9-10980XE CPU, two NVIDIA GeForce RTX 3090 
24GB GPUs, and 128GB of memory. 

The learning curves of the proposed model and Faster 
R-CNN, as shown in Figure 1. Faster R-CNN achieved an 
mAP of 0.455 on the titanium gaskets surface scratches 
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dataset, while the proposed model achieved an mAP of 
0.437. 

For the experiment of reducing inference time, datasets 
with defect image proportions of 5%, 12%, and 50% were 
respectively used to calculate the ratio of model inference 
time and reduced inference time. The figure shows the 
average time required to detect an image in datasets with 
different defect ratios and the ratio of reduced inference 
time in datasets with different defect ratios. 

The experimental results show that while maintaining 
96% performance of Faster R-CNN, the average time 
required to detect an image in datasets with defect image 
proportions of 5%, 12%, and 50% were 3.04ms, 6.45ms, 
and 25.7ms, respectively. The ratio of reduced inference 
time was 42.46%, 37.6%, and 21.28%, respectively. 

 

Fig. 3. Learning curves of Faster R-CNN and proposed model 

 

Fig. 4. Inference time per image under different defect rate 

 

Fig. 5. Reduced inference time under different defect rate 

 V. CONCLUSIONS AND OUTLOOK 

This paper proposes a multi-task learning system for 
industrial defect detection, with a particular focus on 
detecting surface scratches on titanium gaskets using a 
Faster-RCNN object detection network architecture. Our 
experimental results show that our proposed method 
significantly reduces inference time, with an average time 
required to detect an image in datasets with defect image 
proportions of 5%, 12%, and 50% being 3.04ms, 6.45ms, 
and 25.7ms, respectively. Furthermore, the ratio of 
reduced inference time was 42.46%, 37.6%, and 21.28%, 
respectively, compared to the Faster-RCNN model. These 
findings demonstrate the effectiveness of our proposed 
model in improving the efficiency of industrial defect 
detection while maintaining the performance of the Faster-
RCNN model. 
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